Real Analysis Math 452 '

Go over policies. Go over handout on groups, rings, fields, order
relations and vector spaces. You should know or have seen somewhere
most of Chapter 1 except Section 2. I will cover Section 2. Read all of
Chapter 1 carefully. Read all the exercises. We will then cover Chapters
2, 3, 4 and maybe some of 6.

1. RATIONAL NUMBERS

We take the integers, Z = {...,—3,—2,—1,0,1,2,3,...}, as a given
ordered commutative ring with a unit. The natural numbers N are the
positive integers. Then we define the rational numbers by

Q={(p.q)|lpeZ&qeZ\{0}}/ ~

where (p1,q1) ~ (p2, g2) iff p1ga = paqi. We then define field operations
by

(P1,q1) + (P2, @2) = (192 + P2q1, (142)
(ph Q1) : (p2, Q2) = (Plpza Q1QQ)-

One checks that Q is a field. We identify Z with the subring {(p, 1) |p €
Z}. 1t is customary to write

“p” 44 2
p for “(p,q)”.

We can always express g in reduced form where ¢ > 0 and p and ¢ have

no prime factors in common?.

We define an order on Q by

D1 D2
— < — < P1q2 < P24q1,

q1 q2

assuming reduced form. One checks this is an order and that the in-
duced order on Z is equivalent to its original order. One can show that
Q is an ordered field and 7Z is an ordered subring.

We know that v/2 is not in Q. In fact for p prime and n > 2 there is
no member k/m € Q such that (k/m)" = p.

Give some history. How to fix this?

1©2014, Michael C. Sullivan, may be used for noncommercial educational purposes.

2The proof that this can be done is nontrivial and can be found in books on number theory.
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There are basically two ways, Dedekind cuts and Cauchy completion.
These start with Q and build a new set R called the real numbers. The
results are isomorphic. We do cuts first.

2. DEDEKIND CUTS

Definition. A cut of QQ is a pair of subsets A and B of Q such that
(a) AUB=Q,A#0, B0, AnB=1.
(b) If a € A and b € B, then a < b.
(c) A contains no largest element.
A cut is denoted by the symbol A|B.

Examples.
1. A= (—00,2)q, and B = [2,00)g. This is clear.
2. A={reQ|r* <2orr <0}, and B = Q\A.

Proof for 2. (a) is clear. (b) is easy. (c) will take some work. Let
r € A and suppose it is the largest element. Clearly » > 0. Let n € N.
Consider 7+ <. We will show there exists and n such that (r+ 1) < 2.
This will imply that r + % € A and hence that r was not the largest
element of A. It follows that A has no largest element. For this we
need the following.

Fact. For every r € Q with r > 0, there exists n € N such that
0<i<r

Proof. Let r = p/q withpand ¢in N. If p>1usen=g¢q. If p=1
use n = 2¢. In both cases % < ]59' H

Continuation of Proof for 2. We see (r+ %)2 =24 %’" - n—12 We know
r? <2 If 2+ 1 <2 —7% then we will have (r + 1)? < 2. Choose n

such that 0 < % < gr_ﬁ Then,

1<2—r2<2—r2:>27“+1<2 9
— —+ — —re.
n 2r+1_2r—|—% n  n?

We are done. [

Definition. If A|B has A = {r € Q[r < 7} then we say A[B is a
rational cut; it is denoted by (%)".
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Thus, if we identify (£)* with £, the set of all rational cuts is a copy
of Q sitting inside the set of all cuts.

Definition. The set of all cuts is called the real numbers and is
denoted R.

We have to define the field operations and an order relation such that
Q is an ordered subfield. We will then show that R is complete. For
example, v/2 € R.

Definition. The cut A|B is < the cut C|D if A is a proper subset
of C.

You can check that this is an order relation and that the induced
order on QQ is the same as the original.

Addition. Let © = A|B and y = C|D be members of R. Then
x +y = E|F where
E={reQ|dacAceCst. r=a+c}and
F=0Q\E.

Claim. E|F is a cut of Q.

Proof. (a) Since A and C' are bounded above so is E. Hence FE # Q
and it is obvious that £ # (0, F # ), EUF = Q and E and F are
disjoint.

(b) Let e € E and f € F. We need to show e < f. Clearly e # f.
Suppose f < e. Assume e = a + ¢ where a € A and ¢ € C. Let
d=e—f>0. Then f=e—90=a—09+c. Since a— 96 < a, we
have a — 6 ¢ B which implies a —§ € A. Thus (a —0) + ¢ € F,
contradicting that f € F'. Thus, e < f.

(c) Suppose e € E is the largest element of E. Assume e = a + ¢
with a € A and ¢ € C. Since A does not have a greatest element
Jda’ € Ast. @ > a. Then ¢ = d + ¢ € F and is larger than e.
Thus E does not have a largest element.



We conclude that E|F is a cut. [J
Claim. z+y =y + x.

Proof. Let x = A|B and y = C|D be real numbers, that is let them
be cuts. Let F|F =z +y and E'|F' =y + 2. Then £ = {r € Q|Ja €
AjceCst.r=a+c={reQ|adceCac Ast. r=c+a}=F.
Thus F = E' so E|F = F'|F'. O

Claim. z + 0* = z.

Proof. Let + = A|B and recall 0* = (—00,0)g|[0,00)g. Let E|F =
x + 0*. Then

E={reQ|daec A ce(—00,0)gs.t. r=a+c}.

We will show E = A.

If r € E then r = a+ ¢ for some a € A and ¢ € (00, 0)g. Since ¢ < 0,
r < a. But r < a implies r € A. Hence F C A.

Let a € A. Since A does not have a largest member, there exists a
positive rational number ¢ such that a +6 € A. Then —§ € (—o0,0)g.
Since a = (a 4+ ) — 0 we get that a € E. Hence A = E. This shows
that as cuts A|B = F|F and hence that x 4+ 0* = . [J

Claim. For rational cuts
* -~ r *
DRCRCEN
q S q S

Proof. Let E|F = (p/q)* + (r/s)*. Then
E={zxeQlz=a+cfora<p/q,c<r/s,a,cecQ}.

Let ' = {y € Qly < p/q+ r/s}. Them the cut E'|(Q — E') =
(p/q+r/s)". We claim E = E'.

If € E then z < p/q+r/s. Thus x € E’ and we have that £ C E'.
Now suppose y € E'. Let 6 =p/q+r/s—y. So d > 0 and is rational.
Now

y=p/qg+r/s—5=(p/q—95/2)+(r/s—6/2) € E.

Thus E' C E.
Therefore £ = E’ and we are done. [



Minus. Let © = A|B. Define —z = A’|B’ by
A" = {r € Q|3b € B, not the smallest element of B, s.t. r = —b},

and
B ' =Q\A.
Example. Let A = (—00,5)q, B = [5,00)g, and x = A|B. Then you
can check that —x = A’| B’ where A" = (—o00, —5)g and B’ = [—5, 0)q.

Claim. If z € R, then —z is indeed a cut.
Punt. You try this.
Claim. z + (—x) = 0"

Proof. Let v = A|B and —x = A'|B’. Let Z = (—00,0)g and
E={reQlr=a+bac Abec A}. Then 0* = Z|(Q — Z) and
r+ (—x) = E|(Q— E). We will show F = Z.

Let r € E. Then r = a+b for some a € Aand b€ A’. Thus —b € B.
Hence a < —b, which implies a + b < 0. Therefore, r € Z and we have
shown that ¥ C Z.

Let z € Z. We shall find an a € A such that a + (—z) € B and
is not the smallest element of B. Then since z = a — (a — 2) we will
have z € E. Suppose for every a € A that a — z ¢ B. Since this
means a — 2z € A we can use induction to show that a —nz ¢ B for all
positive integers n. But, we claim that for every b € B there is an n
s.t. b < a—nz, forcing a — nz € B. Proof. There exists an positive
integer n s.t. 0 < % < ;—. It follows that b < a — nz.

Thus, da € Ast. a—z € B. If a — z is the smallest member of B
replace a with o’ € A s.t. a’ > a. Such an o’ exists because A has no
largest member. Then a’ — z is in B and is not the smallest member.
Thus, we may assume a — z is not the smallest member of B. Hence
—a+z€ A

Now, z = a+ (—a+ 2) implies z € E. Thus Z C E and so Z = E as
claimed. [

Claim. Addition in R is associative.

Punt. See textbook?.

3 Real Mathematical Analysis, by Charles Pugh, Springer 2002.



Claim. If z <y then x + 2 < y + 2z, for all z,y, z in R.
Punt. See textbook.

So far we have that R is an ordered abelian group with Q an ordered
subgroup.

Multiplication. Multiplication is more complicated because the
definition depends on the signs. First suppose 0 < x = A|B and
0" <y = C|D. Then we define z - y = E|F where

E={reQ|r<0orda € A&kc € Cs.t. a > 0,c > 0and r =
act.
F=Q\FE.

For the other cases do the following.
f0* <z &y<0% define z -y = —(x- (—y)).
Ifr<0*& 0" <y, definex-y=—((—x
If v <0* &y < 0% define z -y = (—x) -
And of course x - 0* = 0* - & = 0.

Theorem. With this definition R is an ordered field, with Q an
ordered subfield.

Punt. See reference in textbook.
What did we gain by all of this?

Definition. Let X be an ordered set and let S be a nonempty subset.
An upper bound for S is any x € X s.t. Vs € S we have s < x. A least
upper bound for S is an 2’ € X s.t. 2’ is an upper bound of S and for
any other x that is an upper bound of S we have 2’ < . When a least
upper bound exists it is unique; it is called the supremum of S and
denoted sup S.

There are parallel definitions for lower bounds, greatest lower bounds
and the infimum of S, denoted inf S. If S # () and has no upper bound
we define sup S = oo. If S # () and has no lower bound then we define
inf S = —oo. We also define sup) = —oo and inf ) = co.

Example. Sup {1 — %\n € N,n > 1} = 1, while the infimum is
Zero.
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Definition. An ordered set X has the least upper bound property if

for all nonempty subsets S with an upper bound there is a least upper
bound.

There is a parallel definition of the greatest lower bound property.

Theorem. The set of real numbers has the least upper bound prop-
erty.

Proof. Let C C R be nonempty and bounded by X|Y. Let
C={a€Q|3JA|B € C with a € A}, and
D =Q\C.

Claim. C|D is a cut.

Proof. (a) If A|B € C then A C C,s0 C # 0. Let y € Y.
VAIB € C, A C X, and so y is bigger than every a € A. Thus
y ¢ C and thus D # 0.

(b) Let ce C and d € D. JA*|B* € C s.t. ¢ € A*. Sinced ¢ A
VA|B € C we know d ¢ A*. Thus d € B*. This means ¢ < d.

(c) Let ¢ € C. By definition 3A|B € C st. ¢ € A. Ja € A s.t.
¢ < a. Then a € C, so ¢ could not be the largest element of C'.

Claim. C|D is a the least upper bound of C.

Proof. Let z = C|D and let 2/ = C'|D’ be any upper bound of
C. YA|B € C, we know that A|B < C’|D’ implies A C C". Thus
C c ' and z < 2/ as required.

These two Claims prove the Theorem. []

Theorem. The /2 exists as a real number. That is, there exists
r €Rst. 22=2.

Proof. Let A={r e Q|r <0orr? <2} CR. Then A is bounded
above by 2, for if not 3 a € A s.t. a? < 2 and a > 2, implying 4 < 2.
Let z =lu.b. A. Clearly x > 0.

Suppose 22 < 2. We will show 3 n € Ns.t. (z+ %)2 < 2: hence
T+ % € A, contradicting that x = L.u.b. A. We need the following.



Fact. If x is any real positive number, there exists an n € N s.t.
0< % < .

Proof. Suppose z equals the cut P|Q. Since x > 0 there exists
a positive rational number r in P. Then, identifying r with r* we
have r < x. Then choose n so that 0 < % <r<uzx.

2 —a” 1 2—g?
You can check that * > (0. Thus dn € Nst. — < * .
5 | 2 +1 n 2+ 1

Thus v < 2 — 22, Therefore,

n

1\2 20 1 20 4+ 1 2 + 1
(w + —) =4 S = B < e )
n n n n n

1 2_2 2
Suppose x2 > 2. Choose m € Ns.t. — < L . Thus 22 <z’ —2
m 2x m

Since z = lub. A, dxg€ As.t. v — % < xg. Thus,

2 2 1 1)?
2<x2——m<x2——x—|——: r— — <Z’(2).
m m  m?

Thus, 2 < 22, which contradicts that zy € A.

We conclude that 22 = 2 and are thus justified in defining v/2 = z.
(]

Fact. Vx € [0,00) and n € N3y € [0,00) s.t. y" = z. See Exercise
15 in Chapter 1 of the textbook. We write y = {/z or y = x.

Fact. For even n € N and x > 0 there are two solutions to y" = =,
and each is the negative of the other. For odd n € N the solution to
y" = x 1s unique.

Remark. To see the connection between cuts and the usual decimal
representation of real numbers see Exercise 16 in Chapter 1 of the
textbook.



3. CAUCHY SEQUENCES

Definition. Let (a,) = (a1, as,as,...) be an infinite sequence in R
and let b € R. We say

lim a, = b or just a, — b
n—oo

if Ve > 0 dN € Ns.t. n > N implies |a, — b < €. In words (a,)
converges to b.

Definition. An infinite sequence (a,,) satisfies the Cauchy condition
and is call a Cauchy sequence if Ve > 0 AN € Ns.t. n,m > N —
la, — anm| < €.

Theorem. A sequence (a,) converges to a limit iff it is Cauchy.

Proof. Suppose a, — b. Let ¢ > 0 be given. Then dN € N s.t.
n>N = |a, —b| <¢/2. Thus, if n,m > N we have

lan — am| = |(an — b) — (@ — b)| < |an — b| + |am — b] <§+%:€.
Thus, (a,) is Cauchy.

The other direction is harder. Suppose (a,) is Cauchy. Let A =
{a, |n > 1}. This is called the underlying set for (a,).

Claim. A is bounded (above and below).

Proof. Let ¢ = 1. Then dn € Ny s.t. n,m > N; implies |a, —
an,| < 1. Thus Vn > Nj we have |a, — an,| < 1. Clearly Ay, =
{ai,as,...,ay,} is bounded, and so is Ay, = Ay, U{an, —1,an, +
1}. Assume A%y C [=M, M]. Since for n > N; we have ay, —1 <
a, < ay, + 1 we know that A C [-M, M]. O

Now, what is a good candidate for the limit?

Let S = {s € [-M, M]|a, > s for infinitely many n}. Since —M €
S we know S # (). Since M is an upper bound for S, 3 a L.u.b. of S.
Let b =1l.u.b. S.

Claim. a, — b.
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Proof. Let ¢ > 0 be given. What do we need? We need to find
NeNst. n>N = |a, — bl < e. What do we know? There
exists Ny € Ns.t. n,m > Ny = l|a, — an| < e.

We have to use the fact that b = Lu.b. S. This means b+ ¢ ¢ S no
matter how small € is. Thus, only finitely many of the a,, are greater
than b+ e. Thus for some N3 € N, n > N3 = a, < b+ . We may
assume N3 > Ns.

dse Sst. s>b—e€ Thus a, > s > b— € for infinitely many n. 3
N > N3 s.t. ay > b—e¢e. But then also ay < b+¢€. Let n > N. We
have

la, —b| < lan, —an| + lay — b|] < €+ € = 2e.
Back up and replace € with €/2 as needed. This proves the Claim and
the Theorem. []

An alternative to cuts is to use Cauchy sequences in Q to define R.
Basically you take the collections of all Cauchy sequences and identify
two if |a, — b,] — 0. Then define 4, - and < to get R. This R is
isomorphic to the R we get from Dedekind cuts by a map that preserves
order. This will be covered in the more general setting of metric spaces
in section 2.7 of the textbook.



